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Outline

 Overview of time series models

 Forecasting process

* From demand forecasting (predictive) to inventory optimization
(prescriptive)



Overview of forecasting models

Models Used in Business
(All Industries Combined)

Others | 9%
Judgmental Models |GGG 13%
Cause-and-Effect Models || GG 16%
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Source: Based on the IBF Survey of 2009



Overview of forecasting models

Time Series Models Cause-and-Effect Models
(All Industries Combined) (All Industries Combined)

Decomposition I 2%
Neural Networks I 4%

Box Jenkins (ARIMA) [l 7%

Econometric . 13%

Exponential Smoothing _ 36%
Averages/Simple Trend _ 56% Regression _ 83%

0% 10% 20% 30% 40% 50% 60%
0% 20% 40% 60% 80% 100%

Source: Based on the IBF Survey of 2009 4



Overview of forecasting models

TS Models:
Level vs
Trend vs
Seasonal
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Overview of forecasting models

Cause-and-Effect Models

Multiple Regression Neural Network
Independent/Explanatory variables Dependent variable Attribute = Feature Output variable = Target variable
input layer hidden layer output layer

o
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Overview of forecasting models Prediction Evolution

Exponential Smoothing (ES)

Level

Moving Averages (MA)

Holt's (double) ES

Time Series (TS)

Models Double MaA

Holt-Winters' (triple) ES

TS Decomposition

Trend & Seasonal

Forecasting ARIMA

State Space for ETS

e Simple Regression
Prediction

Evolution
Ny

Multiple Regression

Regression Models

Monlinear Regression

Event Models

Classification

Predictive Analytics e

\ Clustering/Segmentation

This list is not comprehensive and covers the models in LM7204. 8



ES widely used in business as ad hoc techniques for extrapolating

ES received attention from statisticians

Brown 1963 Smoothing, Forecasting and Prediction. NJ: Prentice-Hall (1963)
Smoothing
Techniques Holt 1957 Extended SES to include trend = Holt’s method
Winters 1960 Extended SES to include both trend and seasonality = Holt-Winters’ model

Provided simple classification of trend and seasonality patterns, depending
Pegels 1969 on whether they are additive or multiplicative

State space model
for ExponenTial Gardner 1985 Extended Pegels' classification to include damped trend
Smoothing (ETS)
Showed that SES could be considered as arising from innovation state space
Synder 1985 model (i.e., a model with a single source of error)

Formulated autoregressive (AR) and moving average (MA) (Postulating that
Yule 1927 every time series can be regarded as realization of stochastic process)
ARIMA . : : . .
Developed the three-stage iterative cycle for identification, estimation, and
verification (rightly known as Box-Jenkins approach)
Box & Jenkins 1976 Time Series Analysis: Forecasting and Control, 24 ed. SF: Holden-Day (1976)

Source: Gooijer and Hyndman (2006). 25 Years of Time Series Forecasting. 9



Overview of forecasting models How to Choose the Right Forecasting Technique

Product Life Cycle's 4 Major Stages

Introduction Growth Decline

Maturity

Shake-out

Sales

-
Time
* Qualitative methods ~+ Qualitative methods * Smoothing * TS analysis & projection
(e.g., sales force ‘ (e.g., consumer techniques * Causal models
composite, Delphi) survey) * Regression
* Input-output analysis *  Product growth models
* Historical analysis of | model (e.g.,
comparable products Gompertz, logistic

- —————— -~

curves, Bass model)
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Overview of forecasting models How to Choose the Right Forecasting Technique

In 1965, we disaggregated the market for color television by income levels and geographical regions and compared these submarkets with the historical
pattern of black-and-white TV market growth.

Exhibit V Leng-term Househeld Penetration Curves for Coler and Black-and-White TV
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Source: J.C. Chambers, S.K. Mullick, and D.D. Smith (1971). How to choose the right forecasting techniques. Harvard Business Review.
https://hbr.org/1971/07/how-to-choose-the-right-forecasting-technique 12



Overview of forecasting models Bias

7000

6000

5000

4000
Under-forecast

Actual

3000
2000

®Ove r-forecast

1000

0 1000 2000 3000 4000 5000 6000 7000

Forecast

13



Overview of forecasting models Bias
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“Forecasts usually tell us more of the forecaster than of the future” — Warren Buffett y



Overview of forecasting models

Menseasonal Additive Seasonal Multiplicative Seasonal
(SIMPLE)

Constant Level VA A SN N

NSNS A

NN NA NM
(HOLT) (WINTERS)

Linear Trend
LN LA

Camped Trend
(0.95)

Exponential Trend
(1.08)

EN

Source: Gardner (1987)

State space (ETS) models
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Overview of forecasting models State space (ETS) models

Table 7.7: State space equations for each of the models in the ETS framework.

ADDITIVE ERROR MODELS
Trend Seasonal
N A M
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Trend Seasonal
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Overview of forecasting models State space models

library (forecast)

d.ts <- ts(dSSales, frequency = 4, start=c(2002,1), end=c(2015,4))
fitl <- forecast (d.ts)

summary (fitl)

Forecast method: ETS (M, Ad, M) FOTEEEStS frnm ETS(MrAdrM}

Smoothing parameters:
alpha = le-04 5000 -

beta = 1le-04
gamma 0.6923
phi = 0.98 4000 -
n
AIC AICc BIC '
764.9110 769.7999 785.1645 3000 - ﬁw/hx

Error measures:
RMSE MAE MAPE 2000 -
113.6239 85.76882 2.514105

dt

2005 2010 20158

Time
Point Forecast Lo 80 Hi 80 Lo 95 Hi 95
2016 Q1 4381.699 4185.239 4578.160 4081.239 4682.160
2016 Q2 3388.180 3236.265 3540.094 3155.847 3620.513
2016 Q3 5078.197 4850.508 5305.886 4729.976 5426.417
2016 Q4 4527.844 4324.831 4730.857 4217.362 4838.326

18



Classical multiplicative decomposition
of private housing starts

RO0 -
400 -
300-
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S : 100 -
easona 12— —
Quarter Index (SI) 11 - g
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Other decomposition techniques: X11, Seasonal Extraction in ARIMA Time Series (SEATS), Seasonal and Trend

decomposition using Loess (STL) 19



Overview of forecasting models

10. Which technology does your organization use to produce its forecasts?

Sproadshoots/manual procasses

Enterprisa Rasource Planning (ERP) systams
leq, SAP Oracle)

Off-the-shalf forecasting/planning tools
{eg, Cognos, Hyparion)

Bospoke foracasting/planning tools

Specialist accounting software (eg, Sage)

% of respondants

0 0 40 B0 20 100
08%
% .1 14.3% BE%
I1.3% 12.3% 11.6%
E.!I:F' m I-“
: 18.7%
- Usa currantly Mo plans to use

- Plan to usa within the naxt 12 months - Don't know/Not applicabla

- Plan to usa in 1-3 yaars

Respondants: 365 — 506

Source: KPMG (2007). Forecasting with confidence: Insights from leading finance functions
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Overview of forecasting models

State space models

File

@b H [0

From From Table/ Recent

From

Home

Data Text/CSV  Web

Get & Transform Data

Insert

F‘Efl esh
Sources  Connections

55 @

Consolidate Relationships  Manage

Data Review View Developer Help Power Pivot O Tell me what you want to do
[H Queries & Connections A A ? Clear = £z — E
rg H propers 2l [Z3] 2 Resply G d B s 5=
R Z-L Sort Filter = "FFY Textto Flash  Remove Data
[% Edit Links A 4 Advanced Columns  Fill  Duplicates Validation ~
Queries & Connections Sort & Filter Data Tools
F | G | H | | ] | K | L | [\ | N | o P

Data Model

What-
Analysig

B2 b
A A ]
1 |Date  Sales
2 | Jan-98 6028
3 | Feb-98 5927
4 | Mar-98 10515
5 | Apr-98 32276
6 |May-98 51920
7 | Jun-98 31294
8 Jul-98 23573
G | Aug-98 36465
10| Sep-98 18959
o
12 | Nov-98 17987
Alpha 0.5010 13| Decos 15294
141 Jan-99 16850
Beta 0.0010 S
Gamma 0.0010 16| Mar-99 26501
17| Apr-99 614594
MASE 0.9148 18| May-99 147862
SMAPE 005 19| Jun-99 57990
20| Jul-99 51318
MAE 2.26 21| Aug-93 53599
22| Sep-99 23038
RMSE 2.82 22T ocosl a139
24 | Nov-99 19330
25| Dec-99 22707
26| lan-00 15395
27| Feb-00 30826
28 | Mar-00 25589
28| Apr-00 103184
30| May-00 197608
31| Jun-00 63600
32| Jul-00 39909

FORECAST.ETS.CONFINT
FORECAST.ETS.STAT

Create Forecast Worksheet

Use historical data to create a visual forecast worksheet

700000
600000
500000
400000
300000
200000
100000
o
1839338885339 9393333983885855
m:&mmsmm%nm%nm&mm%mma‘n:smm%mm
fE2aftEafdafdaRidtiafIsatIatEeR2
m— Sales = Forecast(Sales) —— Lower Confidence Bound{Sales) ——Upper Confidence Bound(Sales)
Forecast End 2007-12-01

4 Options

Forecast Start

@ Confidence Interval

Seasonality
@ Detect Automatically
() Set Manually |12

1 inrlida fararack chatickine

Timeline Range |data!$A$1:$A$97

Walues Range |data!$B$1:$B$9?

[+ [5]

Fill Missing Points Using

Interpolation

Annranats Nunlicatec cina | Avarana I

FORECAST .ETS uses ETS(Error=A, Trend=A, Season=A), Additive Holt-Winters’ method with addltlve errors
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Forecast Process

Forecast Process

N

Problem definition Data collection Preliminary Model selection Model evaluation Tracking results
(exploratory) analysis

22



Forecast Process Problem Definition

What is the purpose of forecast?
How is it to be used?

* Forecast requirements
» Aggregate forecasts in dollar by month
* Forecasts by plant, by month, in units, and at SKU level

* Demand by category/brand, channel of distribution, region, market share of
different categories/brands

* Forecast users

. . — management . . n

Financial eonﬁ:olli’ng

23



Forecast Process Problem Definition

e Strategic decisions
* Operational decisions: Forecast horizon depends on lead time.

Inventory position vs Inventory Level
ROP =20,Q=30

Units Daily demand rate= 5 units/day. Lead Time = 4 days

60
50
40

30

20

10

0 Days
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26

——IL —8—IP

24



Censored/Truncated/Constrained Demand

* QOur goal is often to forecast unconstrained demand, but we only
observe constrained demand.

* As an example, consider an airline with a 100-seat airplane, flying
from AAA to BBB daily.

* |If you computed the sample mean and sample variance of these
numbers, they would (underestimate or overestimate)
the true mean and variance of demand.

4 5 6 7 8 9 0] 11 12 13 14 15 Mean Stdev
Passengers 70 50 100 100 100 80 30 60 100 100 90 50 100 100 40 78 26
Demand 70 50 ? ? ? 80 30 60 ? ? 90 50 ? ? 40

25



POS Reduces Bullwhip Effects

* Point of Sales (POS) vs Customer Order vs Shipment

End-consumer Ovders from Ovders fram

“demand” the retailer uuwxmaf
A A A 4

4
k“'ﬁ | \J‘f}l‘ﬁf\' Coio. Outan,

= Time =, Time =, Time
Retailer Wholesaler Manufacturer

5 Ampiification of order variabilily >

https://link.springer.com/article/10.1007/s10115-016-0954-8

Bullwhip Effect: Increase in order variability as we travel up in the chain -



Forecast Process Data Exploration Analysis

Anscombe's quartet

Y Y
12 - 12 |-
10} 10 |- . .

gl sl «* " O It is important to look at the

L ]
: i i i = Y=3+.35X data before plunging into data
L ]

2 2k analysis and the selection of an
'_" | 1 ] | | 1 ] 1 | | I | | L

0 2 4 6 8 10 12 14X 0 2 4 6 8§ 10 12 MX appropriate set of forecasting

Data Set A Data Set B

v v techniques.

14 - 14

12 . 12 ra 3 L

8K . . gL

6 6

4t 4}

2+ 2+

0 1 1 1 1 1 | ] () | | 1 | 1 L | | 1

0 2 4 6 8 10 12 14X 0 2 4 6 8 10 12 14 16 18 X

Data Set C Data Set D
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Forecast Process Model Evaluation

3 g 3
& & &
Size | Size Size
00 + 0113 00 + 9133 -+- 02,’]}2 00 + 91:17 + 023:2 + 031:3 + 04(1:4
High bias “Just right” High variance

(underfit) (overfit)
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Forecast Process Model Evaluation

Accuracy measures

MSE Mean Squared Error = mean(e; )

RMSE Root Mean Squared Error = VMSE

MAE Mean Absolute Error = mean(|e;|)

MdAE Median Absolute Error = median(|e;|)

MAPE Mean Absolute Percentage Error = mean(|p¢|)

MdAPE  Median Absolute Percentage Error — median(|p,|)

SMAPE  Symmetric Mean Absolute Percentage Error =mean(2|Y; — F|/(Y: + F}))
sMdAPE  Symmetric Median Absolute Percentage Error = median(2|Y; — F,|/(Y; + F}))
MRAE Mean Relative Absolute Error = mean(|r|)

MdRAE  Median Relative Absolute Error = median(|r¢|)

GMRAE  Geometric Mean Relative Absolute Error = gmean(|ry|)

ReIMAE Relative Mean Absolute Error = MAE/MAE,.

RelRMSE Relative Root Mean Squared Error = RMSE /RMSE,, .

LMR Log Mean Squared Error Ratio = log(ReIMSE)

PB Percentage Better 100 mean(/{|r¢| < 1})

PB(MAE) Percentage Better (MAE) 100 mean(/{MAE < MAE,})
PB(MSE)  Percentage Better (MSE) = 100 mean(/{MSE < MSE, })

Source: Gooijer and Hyndman (2006). 25 Years of Time Series Forecasting. 29



Forecast Process Model Evaluation

Original Data

Training Data Testing Data (Holdout Sample)

Training Data Validation Data Testing Data

30



Original Data

Training Data

Testing Data (Holdout Sample)

Training Data Validation Data

Testing Data

K-fold cross variation

Validation Training

K lterations (K-Folds)
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Forecast Process

Price
Price
Price

underfitting overfitting
high bias high variance

Error

0

best model

training error

Model complexity

Model Evaluation
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Forecast Process Tracking Results

21
1.89 - |]
)
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Ensure that process is in place to find exceptions and flag them (managing exceptions) so that corrective action can be taken
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Forecasts are always wrong!

Famous predictions about computing

* “| think there is a world market for maybe five computers.” (Chairman
of IBM, 1943)

* “Computers in the future may weight no more than 1.5 tons.”
(Popular Mechanics, 1949)

* “There is no reason anyone would want a computer in their home.”
(President, DEC, 1977)



Safety Stock Calculation

Probability of meeting demand
during lead time = service level

Probability of
Safety stock a stockout
- ZO'd\[I
dL ROP
Demand

SL a0%  91% 2%  93% 049 oR%  9A%  97% a8% 0%  90.9%
K 1.20 1.34 1.41 1.48 1.56 1.65 1.7h 1.88 2.05 2.33 3.08



From predictive to prescriptive Linking inventory and forecasting

Interval forecasts provide insight to risks

ETS(AAdN)
[=)
o
o
w0
o
[=2
D
o
o
o _|
[=]
D
o
o |
3
| | [ | | I
1980 1982 1984 1986 1988 1990
—— Series — Puoint forecast — Forecast origin

- Fitted values = = 95% prediction interval 36




From predictive to prescriptive Safety stock calculation

Safety stock: Normal Approximation

Example

e Cycle service level =95%

* Lead time =4 days

* MAE of daily demand forecast = 1000 units

* SAP system calculates the safety stock as follows:
SS =d (a)d,

=k 6,VL

= k (1.25 MAE) VL

= 1.65(1.25 x 1000)V4
= 1.65(2500)

= 4125

https://help.sap.com/doc/erp2005 ehp 02/6.02/en-US/37/67b65334e6b54ce10000000a174cb4/content.htm?no_cache=true 37



From predictive to prescriptive

Aggregate forecasts are more accurate

Table 2. MAPEs for Monthly Sales Forecast

Source: Jain & Malehorn (2006, Table 6.2)

Horizon 1 month Z months 1 quarter 1year
Level Category  Aggregate Category  Aggregate Category  Aggregate Category Aggregate
Automotive 25% 5% 6% % 3% 25% d2% 46% 10%
n=3 =1 n=1 n=3 n=2 n=2 n=1 =1 ns=
Computer/ 19% 14% 12% 33% 1% 18% 0% 16% 25% 17% 30% 3%
Technology | n=4 n=4 n=7 n=2 n=2 n=4 n=3 n=4 n=f =2 n=1 n=4
Consumer 27% 20% 15% 29% 22% 15% 1% 23% 14% 48% 19% 8%
Products n=35 n=23 n=2 n=20 n=14 n=10 n=11 n=7 n =6 n=4 n=4 n=3
Food' 26% 15% 18% 28 225 36% X% 21% 40% 19% 14% 48%
Beverages | n=16 n=10 n=11 n=10 n=4 n=5 n=8 n=3 n=4 n=4 n=2 n=3
25% 15% 9% 2T 19% 17% 1% 24% 25% 30% 20% 15%
Healthcare
nsvy n=i n=6 n=s n=3 n=js n=js n=j n=h n=2 nes2 n=2
Industrial 22% 15% 7% 16% 14% 8% 1% 15% 10% 40% 2% 15%
Products n=4 n=T n=§ n=2 n=5 n=§ n=13 n=6 n=7 n=2 n=5 n=6
Pharma 26% 0% 230 J0% 35% J3% K1k 25% 25% 34% J0% 28%
n=a n=4 n=4 n=3 n=2 n=2 n=4 n=4 n=3 n=4 n=4 n=3
Retail 24% 18% [k 7% 17% 8% 2% 10% 9% 23% 6% 6%
n=7 n=4 n=4 n=3s n=a n=4 n=4 n=3 n=4 n=4 ns=2 n=3
Teleo 30% 10% 0§ 40% 15% 35%
n=1 n=1 n=1 n=1 n= ns=
Others 28% % 17% 23% 20% 1% 5% 15% 14% 15% 18% 12%
n=13 n=49 n=16 n=7 n=5 n =10 n= n=5 n=4 n=4 n=4 n=8
overall 26% 18% 13% 2T 20% 15% 0% 19% 17% 29% 2% 16%
n=94 n=68 n=al n=58 n =46 n =5 =46 n=37 n=45 n=2y n=24 n=33

Risk Pooling

38



From predictive to prescriptive

Warehouse pooling
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Delayed differentiation/Product Postponement
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From Demand Forecasting
(Predictive) to Inventory
Optimization (Prescriptive)
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